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Abstract. Authors writing habits fluctuate throughout their lives. This
evolution may stem from engaging in new topics, new genres or by the
variation of their writing style. However, most representation models
aiming at building meaningful authors embedding focus on static repre-
sentations. They skip the precious time information useful to build more
powerful and versatile representations. Only a limited number of meth-
ods learn dynamic representations, each dedicated to a time bin. Here
we propose a new representation learning model called BARL (Brown-
ian Bridges for Author Representation Learning). BARL uses Brownian
Bridges, a Gaussian process, to embed authors as continuous trajectories
through time. Leveraging the Variational Information Bottleneck (VIB)
framework, it integrates a pre-trained temporal text encoder to encode
authors and documents into the same space, learning a distinct dynamic
for each author along with a customized variance. We evaluate BARL
on several tasks: authorship attribution, document dating and author
classification on two datasets from the literature. BARL outperforms
baselines and existing dynamic author embedding models while learning
a continuous temporal representation space.

Keywords: Author Representation - Dynamic Author Embedding - Vari-
ational Information Bottleneck - Brownian Bridges

1 Introduction

Significant work has been made in learning to encode textual information, span-
ning from representations at subword levels to sentences and documents of
various lengths. This encompasses classic methods developed in information
retrieval, such as the TF and TFxIDF vector representation, to more recent
techniques involving word embedding and contextual representations based on
Transformer-based architectures [6,8]. However, less attention has been dedi-
cated to working at the author level, problem which introduces new features
such as topic or style [10]. These representations can be used to solve several
downstream tasks, such as author classification or identification, link predic-
tion, and in recommendation systems. Building time-sensitive representations is
a must to solve these tasks in a better way.
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In this paper, we propose a novel method to construct a latent space that
captures the dynamic of authors over time. While previous works have addressed
this problem before [7,9], they do not explicitly build a unique space applicable
not only to one but to several sub-tasks. The latent space we aim to build
is shown in Fig.1, showcasing the trajectories of several authors through the
evolution of their publications over time.
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Fig.1. 2D T-SNE projection of selected author trajectories from the S2G corpus.
The color gradient corresponds to the publication date to observe the evolution of its
publication over time. Each trajectory goes from its start point A to its end point %

Our new method, named BARL (Brownian Bridges for Author Represen-
tation Learning), is a representation learning method that uses the concept of
Brownian Bridges (BB), a Gaussian process previously used for problems such
as video features disentangling [5]. BB is a continuous stochastic process that
models the transition between two points in the space (start and end points,
illustrated by the triangle and cross symbols in Fig.1).

While BB have already been used for dealing with textual content, it has been
done at the document level only to increase consistency of long text generation
[19]. In summary, the contribution of this paper is threefold:
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— We are the first to use BB to address the dynamic of author representations.

— We introduce the novel BARL model in which we adapt the Variational Infor-
mation Bottleneck (VIB) framework to deal with author dynamics through
the BB mechanism.

— We demonstrate the effectiveness of BARL through quantitative and quali-
tative experiments, comparing it to the existing literature.

Section 2 delves deeper into related work while section 3 provides details on how
we setup this new model BARL by inserting BB into a classic VIB framework.
Section 4 showcases the effectiveness of BARL by leveraging the latent space
to address several quantitative tasks: author identification, date estimation, and
author classification. After a qualitative analysis and the representation space,
we present our conclusions in Section 5.

2 Related Works

Leveraging temporal information is crucial for solving today’s NLP tasks, as
demonstrated by [12] in the context of language models. This has primarily
been addressed at the word level [4] and at the sentence level by employing a
simple mechanism, such as using the [CLS] token to represent the whole text
[2]. Some models have been used to predict the date of a given document, such
as NeuralDater [18] and TempoBERT [15]. In this paper, we use TempoBERT
as a module in our architecture, although any temporal-oriented model can be
considered as alternatives. TempoBERT specializes BERT on the masked word
prediction task by adding specific tokens indicating the date of sentence creation.
Constructing author representations over time has been scarcely explored.
Early methods date back to the 2000s [16]. In these works, time is split into
discrete bins, and word and author representations are estimated for each bin.
Following the same temporal discretization, a more recent work, Dynamic Au-
thor Representation (DAR), uses an LSTM to model the temporal evolution of
author representations [7]. In this model, words, documents and authors are not
embedded in the same latent space. Similarly, Dynamic Gaussian Embedding of
Authors (DGEA) assumes that documents are drawn from a Gaussian distribu-
tion depending on authors. Two implementations, one based on Kalman filters
and one based on a deep learning architecture, are tested, but as DAR they both
rely on a discretization of the time span. Our model, BARL, stands out as the
only one capable of embedding both documents and authors into a unique con-
tinuous latent space. This feature is a crucial prerequisite for capturing author
trajectories over time. This constitutes the main contribution of our work.

3 BARL: Brownian Bridges for Author Representation
Learning
3.1 Background

We note D the set of all documents and A the set of authors. In this work,
we assume that each document df, € D is written by one author a € A at time
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t € R*. We restrict ¢ to an interval that corresponds to the first timestamp (set to
0, by default) and the maximum timestamp 7' € R*, so ¢t € [0,7T]. Our objective
is then to build a latent space that includes both document representations z;
(i.e., the latent representation of the document d%) and author representations
h¢ (which can differ from z{" because there is an interpolation, see below). We
assume that there is only one document written by a at time ¢. This is a mild
assumption because the scale of ¢ can be adjusted accordingly.

3.2 Using the Brownian Bridges

In BARL, we use the Brownian Bridge (BB) to build author trajectories in the
latent space. In this framework, the trajectory of one author is fully characterized
by its initial coordinate h§j € R" and its terminal coordinate hf € R", which can
both be noted by H* = (h§, h%), where r is the dimension of the latent space.
All the intermediate vector representations h¢ are interpolated between these
two points, assuming a Gaussian noise that increases with the temporal distance
from the two endpoints:

t t t(r—t
p(ng g, 1) = N (1~ Song + g, ") 1)
where NV (u,0?) is the normal distribution with p mean and o? variance with
diagonal given in Eq. 1.
In the following, we aim to make latent representations of documents z;* close
to their related author representation h¢. This mechanism, inspired by the Time
Control model of [19], is illustrated in Fig.2.

Fig. 2. Illustration of two authors’ trajectories (a and a’). We would like to make z{,
in green, close to h¢, while we make documents farther from the other authors (such as
zé‘/) or documents written at another time (such as zy;), in red. h{ is the interpolation
between the start point h§ (A) and the end point h7 (%)
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3.3 Variational Information Bottleneck

In the Time Control theory [19], the initial and terminal states are fixed for all
documents, which is not compatible with our aim that is to learn the author
representation. This leads us to propose a new model that integrates the BB
mechanism into the VIB framework, which precisely aims to learn the latent
representations z (in our case, both H* and z{). The general objectif of VIB is
the following [1]:

arg max I(z,y) — B.I(z,x) (2)

where (x,y) are the input and output data (y can be the labels in a classification
problem), z is the latent representation, 8 € R is the trade-off hyper-parameter
and [ is the Mutual Information. VIB is based on the Information Bottleneck
principle [17] that aims at maximally compressing the information in z, such that
z is highly informative regarding the labels (i.e., z can be used to predict the
labels y). It boils down to minimizing the following loss using the lower bound
introduced in [1]:

Lyip = —Ellog q(y|2)] + B.K L(p(z|z)|[q(2)) (3)

where E is the usual expectation, ¢(y|z) is the variational approximation of
p(ylz), q(z) is for p(z) and K L(:||-) stands for the Kullback—Leibler divergence.

3.4 Learning Author Representations

In our context, we have naturally built author /document (z{, z#) pairs as positive
examples (ie., y = 1), which are complemented by sampling negative pairs (ie.,
y=0): (28, 28) where the time differs, (2%, 2#) where author a’ differs, or both.
In this work, we propose a new loss function that is adapted to our problem:

Lparr = —Epzajae) p(raja)[log q(yl2f, ht)]
+ BIK L(p(hila)llg(hi)) + K L(p(#}|d})||a(=))]

where the probability of a label y (0 for negative pairs and 1 for positive pairs,
see above) is given by [13]:

(4)

d d
q(y = 1z, ) = o(—call2f — 2{[|2 + €a) (5)
where ¢ is the sigmoid function, ¢, € R} and e, € R are learnable parame-
ters. Expectation in Eq.4 is intractable for most deep encoders. However, we
can approximate it by sampling L observations by training example using the
reparameterization trick of VAE [11]:

t t (T —t
2 =g +nf Oe€, hi = (1— —)hg—&-fh%—i-ue with € ~ N(0,1) (6)
T T T
where z¢ is fully determined by its mean u¢ = fg(d¢) and variance n#? = go(d?),
fo and go two functions being learnt as in standard VAE. We can point out that
the VIB framework perfectly fits the Gaussian process of BB.
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3.5 Model Architecture of BARL

A schematic representation of our model is proposed in Fig.3.
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Fig. 3. Architecture of our model BARL. At the learning stage, we provide as input
the document along a timestamp (a different timestamps for negative examples) and
author (a different author for negative examples). During the inference, we can encode
any unseen document and interpolate known author representation for any date.

For each author we learn their start and end points (h§ and h$) through two
embedding layers. Each point matches each author first and last work date. In
Section 4 we evaluate the extrapolation capacity of BARL by setting a maximum
date T greater than the last known writing date of every author.

In the BB modeling, the variance is only time-based (0¢? = @) Each
author has its own writing dynamic, with drastic topic or stylistic changes, thus
following [9] we compute a log-variance using a 2-layers MLP with tanh and
LeakyReLU activation functions on the author representation A¢. Our final vari-
ance is given by: (0¢)? = eMIP(Y) 1 QLT_”. o is a learnable parameter we add
which weights the relative importance of both variance, initialized to one.

The entering block of our model for documents maps a document in natural
language to a vector. We propose to use a pre-trained text encoder. Models that
are pre-trained on large datasets are now easily available online. They have been
proved successful on many NLP tasks with a simple fine-tuning phase. The VIB
framework allows to naturally introduce a pre-trained text encoder. Here we use
a frozen TempoBERT [15], a BERT model fine-tuned on temporal masking, and
a 3-layers MLP with LeakyReLU activation. We do not compute any document
variance as experiments give better results without it. Note that any text encoder
(ideally time-based) can be used and even fine-tuned during the training stage,
making our model language agnostic to the very choice of the encoder.
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4 Experiments with BARL

4.1 Datasets

We evaluate our model on two datasets of short documents prepared by [7] and
used in the dynamic author embedding literature. Basic statistics are summa-
rized in Table 1.

New York Times (NYT) The NYT corpus was introduced by [20] and is a
set of New York Times article headlines from 1990 to 2015. It comes from various
sections, from sports to politics. For each title we have its unique author and its
full publication date.

We perform a stratified split by authors into train, test and validation sets
with a 70/20/10 ratio. We use it in an imputation scheme to evaluate the mod-
eling capability of BARL, each set coming from the whole time span.

Semantic Scholar (S2G) The S2G corpus was introduced by [3]. It is a set
of scientific article titles published in machine learning conference from 1985 to
2017. For each article we only have its year publication date (corresponding to
one timestep) and it may have multiple authors.

Each distinct author of a document yields a unique (author, document) pair.
We perform the same imputation scheme as for NYT but we also use it to
evaluate the ability of BARL to extrapolate. For each author we split into train,
test and validation sets with a 70/20/10 ratio following the chronological order.
Thus, in the prediction scheme the last timesteps (which differs for every author)
are not seen during the training stage.

Table 1. Basic statistics of both datasets NYT and S2G

Dataset Authors Avg. Tokens Texts by Author Period
NYT 546 8.4(£2.5)  T6(+51) [1990, 2015

S2G 1117 8.7(£2.9)  48(%27) [1985,2017]

4.2 Parameter Settings and Competitors

We select hyper-parameters using a grid search on each validation set. We use
a 5e~* learning rate with linear decay for 100 epochs and apply early stopping.
To fasten the learning stage, we add a writing year token at the beginning of
each training example for the first 5 epochs, with an increasing masking proba-
bility. We also compare BARL to its variations with only a time-based variance
(BARL;), without any variance (BARL,,pq,) and with an Ly loss rather than the
VIB framework (BARLy,). The results of these ablation studies are discussed
in a dedicated section (see Section 4.6). Our code is publicly available!.

! https://github.com/EnzoFleur/barl
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We compare our model against several baselines. First, we consider the Uni-
versal Sentence Encoder (USE) [6], a very powerful sentence encoder. Then,
BERT models [8] fine-tuned on the authorship attribution task (BERT4), on
the document dating task (BERT7r) and on both tasks (BERT744). We also
evaluate TempoBERT [15] alone. Finally, we compare BARL with two recent
dynamic author embedding methods detailed in Section 2: DAR? (Dynamic Au-
thor Representation) [7] and DGEA (Dynamic Gaussian Embedding of Authors)
[9]. We choose the K-DGEA version of DGEA as it is the fastest and obtain sim-
ilar results than R-DGEA. For both models we use the configuration given by
the authors as they were both trained on the same datasets. We evaluate our
model on three tasks, with 10 repetitions for each competitors corresponding to
the standard deviation in each result table.

4.3 Results in Authorship Attribution

Authorship attribution consists in assigning to each document its author(s). We
use accuracy and coverage error (CE) as metrics. For S2G, we use the usual
metric for multi-author corpus: Label Ranking Average Precision (LRAP). For
each document embedding we choose its closest author embeddings using cosine
similarity. Results are shown in Table 2. Our model BARL ranks first among
author embedding methods and third overall (second on S2G in prediction), with
at least a two-points increase in coverage error against K-DGEA. DAR cannot
produce meaningful document embedding without the author information which
is fatal here. BERT 4 performs the best even if USE is better in coverage error
on NYT. USE confirms its huge modeling capability as an on-the-shelf sentence
encoder, challenging fine-tuned models.

Authorship attribution is harder on S2G than on NYT, with more authors
and a more specific vocabulary. The time information is more important in a
context of scientific publication: this explains why TempoBERT and BERT 4 4
both achieve better ranks on S2G. Our model is competitive with fine-tuned
encoder on a unique specific task while its objectives are multiple: grasp the link
between an author and its production with its evolution through time.

4.4 Results in Document Dating

Document dating aims to predict the publication year of each document. The
two associated metrics are accuracy and mean absolute error (MAE). We use a
K-Nearest-Neighbors as classifier to predict each date, except for baselines with
a classification head and TempoBERT. This task is not suitable for prediction
as we cannot predict unseen years. Results are shown in Table 3.

Our model BARL achieves the best results on every axis, except MAE
on S2G. BARL outperforms fine-tuned model on the document dating task.
BERT 74 4 gets better results than BERT 7 which shows the contribution of the
author information to predict a document writing period. BARL seems to make

2 https://github.com/edouardelasalles /dar
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Table 2. Authorship attribution on NYT in imputation and on S2G in
imputation and prediction. Best models in bold, second underlined, std in
parentheses.

NYT (546 authors) S2G (1117 authors)
Imputation Imputation Prediction
Meéthodes CE | Accuracy ﬂ CE | Accuracy ﬂ CE | Accuracy 1
USE 11.1 (0.0) 12.7 (0.0) |19.9 (0.0) 10.4 (0.0) |22.3 (0.0) 7.6 (0.0)
BERT 4 114 (0.8) 14.3 (0.4) (12.8 (0.8) 13.4 (0.7) (17.9 (1.3) 8.9 (0.8)
BERT 88.2(1.0) 0.5(0.2) |90.2(1.9) 0.8(0.2) |94.0(2.3) 1.1(0.2)
BERT 744 33.4 (0.8) 3.7(0.6) |15.3(1.2) 10.6 (0.7) |25.9 (1.2) 6.7 (0.5)
TempoBERT 12.1 (1.1) 10.2 (0.9) |15.9 (1.5) 10.5(1.1) | 21.6 (0.7) 6.9 (0.4)
DAR 471 (1.1)  1.1(0.2) |38.7(20) 1.2(0.4) |41.8(1.2) 0.8 (0.4)
K-DGEA 14.5 (1.2) 9.8 (0.8) |20.4(1.3) 10.1(0.8) |28.2(1.1) 6.6 (0.5)
BARL 11.9 (0.8) 12.2 (1.0) | 15.5 (1.4) 10.4 (1.0) |20.6 (1.1) 7.3 (0.8)
BARL,, 27.2 (1.1)  10.1 (0.9) |24.2 (1.2) 9.7 (1.0) |355 (1.3) 4.3 (0.9)
BARL;, 125 (0.7) 119 (1.1) |15.9 (1.6) 10.3(1.2) |21.1 (1.2) 7.1 (0.8)
BARL,,er 131 (0.4) 113 (0.6) | 19.9 (1.1) 10.1 (0.6) | 22.3 (1.1) 7.0 (0.9)

the best of it. Topics and vocabulary in S2G is more time-related as the average
MAEs are smaller, even with a bigger global time span.

The two specialized author embedding models are far behind BARL, as they
use a discrete representation of time which allows less smoothness and precision
in dynamic document representation. The results in both tasks, authorship at-
tribution and document dating, confirm that the main objective of our model
has been reached.

4.5 Results in Author Classification

The last task focuses is author classification on S2G corpus in prediction. We
associate each author a to the conference (IJCAI, ACL, EMNLP, ...) in which
he or she published the most at each timestep (t§,t{,...,t%) of the training set.
We aim to predict their conference for the last tlmesteps (th, 15, T*). Here
we only evaluate the author embedding method in their ability to extrapolate
authors’ dynamics. We use a linear SVM optimized with grid-search as classifier
and accuracy as metric.

Results are given in Table 4. In prediction, we aim at evaluating the extrap-
olation ability of representation models for unseen future timesteps. As DAR
produces static and dynamic representations, we show the results for both rep-
resentations and their concatenation. Here, author embedding models easily out-
perform the two language models USE and TempoBERT. Even if S2G only pro-
vides the publication year, cancelling one of the main asset of BARL, our model
shares the first rank with DAR. Most of the information in DAR representations
are hold in the static representations of each author. Our model is able to in-
terpolate as well as extrapolate authors’ dynamics while producing continuous
representations.
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4.6 Ablation Study

We now discuss the results of BARL with its variations (see Tables 2 and 3,
bottom lines). The worst results are obtained with the simple Lo loss. The vari-
ational framework of VIB allows more versatility which is key to build such a
complex representation space. The same conclusion goes when we look at BARL
variations without any variance. Using only a temporal variance is enough to get
sufficient results on both authorship attribution and document dating tasks. But
it restrains the ability to grasp each author dynamic. Adding an author-related
variance allows to capture for each author a distinct evolution, either sticking to
the same topic or going through a lot of different topics during their career.

Table 3. Results in document dating in imputation. Best model in bold,
second underlined, std in parentheses.

NYT (26 years) S2G (33 years)
Meéthodes Accuracy T MAE | ‘Accuracy 1 MAE |
USE 10.4 (0.0) 6.8 (0.0) | 9.81 (0.0) 5.1 (0.0)
BERT 4 10.2 (0.1) 6.3 (0.1) | 8.9 (0.5) 5.5 (0.3)
BERTr 13.0 (0.1) 5.5 (0.2) | 12.2 (0.4) 4.4 (0.2)
BERT 144 12.0 (0.1) 5.4 (0.2) | 12.3 (0.3) 4.2 (0.2)
TempoBERT 13.1 (0.2) 5.2 (0.1)| 12.1 (0.3) 4.7 (0.5)
DAR 5.6 (0.2) 7.5(0.3)| 4.8(0.4) 10.0(1.1)
K-DGEA 10.6 (0.4) 6.7 (0.3)| 7.4 (0.3) 6.8 (0.5)
BARL 13.3 (0.3) 4.7 (0.3)| 12.6 (0.5) 4.3 (0.4)
BARL;, 10.5 (0.2) 5.3 (0.3) | 8.9 (0.2) 5.4 (0.3)
BARL: 12.8 (0.4) 5.0 (0.3) | 12.2 (0.4) 4.6 (0.2)
BARL,ovar 11.7 (0.3) 5.1 (0.2) | 11.8 (0.3) 4.8 (0.3)

4.7 Qualitative Analysis

We propose a qualitative analysis of authors’ paths learned by BARL on S2G
(Fig.1). We represent the ten most prolific authors and some of their co-authors.
Authors that have a short publication time span (K. Cho, 4 years, S. Yan, 13
years) are represented by shorter paths. Our model represents locally each au-
thor dynamic. Each point cloud is also more spread at the end of each author
trajectory, as the quantity of topics an author works on tends to diversify overs
time. It is even more the case for authors with publications in lots of various
conferences (e.g., Y. Bengio, P. Yu). Finally, co-authorships clearly emerge with
close trajectories (e.g., C. Manning and D. Klein, K. Cho and Y. Bengio). These
few examples illustrate the modeling power of BARL and its potential to rep-
resent authors evolution through time, which takes the co-authorship features
into account.
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Table 4. Accuracy on author classification for S2G in prediction. Each headline show
the portion of training set used.

S2G Prédiction Accuracy (22 classes)

Methods 100 % 75% 50% 25%

USE 28.8 (15) 28.3 (1.7) 25.8 (2.4) 24.8 (1.6)
TempoBERT  29.2 (2.3) 28.6 (25) 27.5 (L6) 26.1 (1.6)
DAR (dynamic) 17.5 (1.3) 17.4 (1.4) 174 (2.3) 17.2 (L.5)
DAR (static)  34.5 (1.1) 34.2 (1.8) 34.2 (2.0) 33.4 (L.6)
DAR (concat)  35.3 (1.6) 35.0 (1.4) 34.9 (0.9) 34.7 (1.2)
K-DGEA 35.0 (21) 347 (2.1) 34.2 (1.8) 33.0 (1.9)
BARL 35.7 (2.0) 35.5 (2.0) 34.8 (1.8) 34.5 (L.9)

5 Conclusion

We presented BARL, a dynamic author and document embedding model based
on Brownian Bridges to represent authors as continuous trajectories through
time. To fit this Gaussian modeling, BARL integrates BB into the VIB frame-
work, which brings more versatility and smoothness when capturing author evo-
lution. Our model outperforms existing works in dynamic author representation
and it is competitive with specifically fine-tuned encoders. It encodes document
and author into the same space and it can integrate any pre-trained tempo-
ral text encoder. In future works, we will incorporate more advanced encoders
trained on event extraction to process longer and more complex texts (see [18]).
We will also test other Gaussian processes ([5]) and add more trajectory points
to grasp more complex evolution. We also plan to use this framework at the
document scale to embed each document as a trajectory of sentences and see if
specific stories schemes arise for example, following [14].
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