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Abstract. KMeans is one of the most popular document clustering algo-
rithms. It is usually initialized by random seeds that can drastically
impact the final algorithm performance. There exists many random or
order-sensitive methods that try to properly initialize KMeans but their
problem is that their result is non-deterministic and unrepeatable. Thus
KMeans needs to be initialized several times to get a better result, which
is a time-consuming operation. In this paper, we introduce a novel deter- AQ1

ministic seeding method for KMeans that is specifically designed for text
document clustering. Due to its simplicity, it is fast and can be scaled
to large datasets. Experimental results on several real-world datasets
demonstrate that the proposed method has overall better performance
compared to several deterministic, random, or order-sensitive methods
in terms of clustering quality and runtime.

Keywords: Document clustering · Text · KMeans initialization
Deterministic

1 Introduction

The objective of KMeans is to assign similar data points to the same cluster while
they are dissimilar to other clusters. The gradient descent method is usually
used for optimizing the objective function and due to the non-convex nature of
KMeans, the initial seeds play an important role in the quality of the clustering.
There are several research works that try to provide good seeds for the KMeans.
These methods can be divided into two major categories of non-deterministic
and deterministic methods [12].

The non-deterministic methods are random or order-sensitive in nature.
KMeans++ is a well known seeding method that incrementally selects initial
seeds one at a time [3]. In each step, a data point is selected with a probability
proportional to the minimum distance to the previously selected seeds. Because
the first seed in KMeans++ is determined randomly and next seeds are selected
based on a probabilistic method, the initial seeds are not repeatable. The KMC2
method improves the KMeans++ sampling step by Markov chain Monte Carlo
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based approximation [4]. Similarly to KMeans++, KMC2 starts with a uniformly
random seed then the next seeds are selected by Markov chains of size m. The
key factor for speeding up the KMC2 is that for each seed selection, it does not
need to fully pass through all the data points and it only needs to compute the
distance between m data points and previously selected seeds. The m is a fixed
value, independent of the number of data points.

While there are many non-deterministic seeding methods, there exist few
deterministic ones. The deterministic approaches need to be run only once and it
makes them more practical for larger datasets. The comparison between different
deterministic methods is presented by [11]. The KKZ method is one of the first
deterministic seeding methods for KMeans [17]. It first sorts the data points by
their vector’s norm and the one with the highest value is selected as the first
seed. The next seeds will be selected from data points that have the largest
distance to the closest previously selected seeds. The most important drawback
of this method is that it is sensitive to outliers. To avoid selecting an outlier as
the initial seed, the ROBIN approach [16] uses local outlier factor (LOF) method
[9]. This method first starts with a reference point r that usually is the origin of
data points. Then it sorts the data points in decreasing order of their minimum
distances from r. It then traverses the sorted list and selects the first non-outlier
node, based on its LOF value. For the next steps, it sorts the data points in
decreasing order by their minimum distance to the previous seeds and, again,
the first non-outlier node is the next seed. The LOF method is not applicable
to high dimensional and sparse datasets, which is an important issue in textual
document collections [2].

The PCA-part and VAR-part are two popular deterministic hierarchical ini-
tialization methods for KMeans [21]. They start with all data points as a single
cluster and then divide the data point into two halves based on Principle Compo-
nent Analysis (PCA) [1]. This process continues and at each step, the half with
largest average distance to its centroid is divided into two parts until the required
number of seeds is reached. The result of the previous steps is an approximate
clustering of data points; the centroid of the clusters are used for initializing
KMeans.

There are some applications that require determinism. Interactive document
clustering is a task that involves a human domain expert in the clustering proce-
dure [7]. First, the clustering algorithm provides the user with initial clustering
results, then the user provides feedback to reflect her idea of a meaningful clus-
tering. If the initial result is non-deterministic, the user may get confused by
the inconsistent clustering result. It is possible to store the initial data points
to make the result of a non-deterministic method repeatable, but it may lead
to a bad quality solution unless one initializes the clustering algorithm several
times and then consider the one which has optimized the objective function the
most, which is a very time-consuming process. In a medical domain, such as can-
cer subtype prediction, it is essential to have deterministic clusters for making
a consistent decision and for being able to compare the clustering results with
other clustering algorithms [20]. There is a particular treatment plan for each
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Fig. 1. The comparative result of pairwise cosine and dsim similarity of Newsgroup5
dataset. The darker color indicates the higher similarity between two documents. The
documents are sorted by their class labels and five clusters are clearly detectable in
both heatmaps. (Color figure online)

cancer subtype and in case that a subtype is clustered differently with different
seeds it may impact the patients treatment procedure.

In this paper, we introduce a simple deterministic seeding method for KMeans
algorithm, called DSKM (Deterministic Seeding KMeans), with the target of text
document clustering. The proposed method is not only deterministic and repro-
ducible but also improves the overall clustering results. The proposed method
tries to find initial seeds that are as diverse as possible which consequently lead
to a better clustering result. The KMeans need to be initialized by DSKM only
once and this makes it fast and can be applied on large datasets. The code to
the paper is publicly available1.

2 Proposed Method

The key idea of the proposed method is to select k data points that are far
from each other and, at the same time, have a high L1 norm. These data points
are used to initialize the KMeans algorithm. Steps of the proposed method are
described in the following.

Step 1. First the document vectors are created based on terms of document
collection after removing numbers, punctuations and stop-words. The document-
term matrix produced as a result of this step is the input of the Algorithm1. Let
D be the set of documents and d a document in D. The TF-IDF weight of term
w in document d is defined as Eq. 1, which has smoothed variant of the IDF.

TF IDF (w, d,D) = f(w, d) × log
|D| + 1

|x ∈ D : w ∈ x| + 1
+ 1. (1)

where f(w, d) is the frequency of term w in document d. Each document
vector is then normalized by the L2 norm. The high dimension of vectors may
impact the results of the clustering algorithm. To reduce the dimension, we use a
1 https://github.com/ehsansherkat/DSKM.
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Algorithm 1. Deterministic seeding KMeans (DSKM)
input : k: Number of clusters, Data|D|×|W |: document-term matrix // Step1
output: S:{s1, s2, ..., sk} = Set of seed documents index

1 Function T (si): // Threshold function

2 return 1
|D|

∑|D|
j=1 dsim(dj , si);

3 end

4 C|D|×|D| ← pairwise-similarity(Data, ’cosine’);
5 A:{a1, a2, ..., a|D|} ← sort(Data, ’L1 norm’);
6 s0 ← C[a1] // Set starting point. C[i] is row vector. Step2;
7 S ← {}
8 for i← 1 to |D| do // Step 3
9 if dsim(C[s0], C[ai]) < T(s0) then

10 S ← ai;
11 break;

12 end

13 end
14 while |S| < k do // Step 4
15 found ← False;
16 for i← 1 to |D| do
17 if dsim(C[sj], C[ai]) < T(sj), ∀sj ∈ S, ai /∈ S then
18 S ← ai;
19 found ← True;
20 break;

21 end

22 end
23 if found == False then

24 S ← argmin(
∑|S|

j=1 dsim(ai, sj)), ∀ai ∈ A, ai /∈ S

25 end

26 end
27 return S

simple but effective approach for pruning: the terms with a lower mean-TF-IDF
score than the average mean-TF-IDF of all terms. For each term, the mean-TF-
IDF score is calculated based on Eq. 2.

mean TF IDF (w,D) =
1

|D| ×
∑

d∈D

TF IDF (w, d,D). (2)

Step 2. The rows of the document-term matrix are sorted by L1 norm in a way
that the first row of the matrix is the document with the highest L1 norm. Doc-
uments with a higher L1 norm have more impact on grouping similar documents
because of having more key-terms. Therefore, we select the document with the
highest L1 norm as the starting data point (s0). This procedure will generally
not select an outlier document as a seed document.
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Step 3. In the third step, we find a data point that is far from the starting
data point and consider it as the first seed. Let C|D|×|D| be the pairwise cosine
similarity matrix between each pair of documents. Let cdi be the i-th row of
C. cdi corresponds to the vector of similarities of document di with every other
document. It has been shown that the cosine similarity is a better metric than the
Euclidean distance for comparing textual documents [6]. We define the double
similarity (dsim) between the document di to document dj as Eq. 3.

dsim(di, dj) =
cdi · cdj

∥cdi∥2

∥∥cdj

∥∥
2

. (3)

The insight for using dsim is that not only two documents, but also their similar
documents, should be far from each other. Using dsim can help to achieve this
goal. The comparison between heatmaps of pairwise cosine and dsim similarity of
Newsgroup5 dataset is depicted in Fig. 1. The darker colors in the dsim heatmap
indicates that two documents may have considerable number of common similar
documents. It means that two documents may be more similar to each other if
we compare their similar documents with each other than directly comparing
them.

Let A be the list of document indexes sorted in decreasing order by their
L1 norm. The goal of the third step is finding the first document which has
dsim similarity less than a specific threshold from the starting point (s0) by
traversing from the first of list A (Lines 8–13 Algorithm 1). Let S be the set
of seed documents and si ∈ S be the document index of seed i. The similarity
threshold (Lines 1–3 Algorithm 1) is calculated based on Eq. 4.

T (si) =
1

|D|

|D|∑

j=1

dsim(dj , Si). (4)

T (s0) is the threshold for finding the first seed based on the starting data
point s0. We do not consider the starting data point as the first seed but we
will give the chance for it to be selected in the next steps. Using Eq. 4 as the
threshold prevents to select documents that are at the very end of list A which
have low L1 norm and less impact on grouping similar documents. After having
found the first document s1 that passes the threshold, we stop considering other
documents and we add it to the seed document set S. Now, the seed documents
set has the size of 1.

Step 4. We find k − 1 seed documents in this step. Starting from the beginning
of set A − S and find the first document which is far from every seed in set
S based on the threshold defined by Eq. 4. We iterate this step until k seeds
are determined (Lines 16–22 Algorithm 1). If there is no document far from all
the seeds in S, the following objective function is considered, with the goal of
finding the document, which has the lowest cumulative dsim to every other seed
document (Lines 23–25 Algorithm 1).

A
u

th
o

r 
P

ro
o

f



6 E. Sherkat et al.

argmin(
|S|∑

j=1

dsim(di, sj)), 1 ≤ i ≤ |D|, di /∈ S. (5)

This step ensures that the proposed method can always find k seed documents
in every document collection.

After finding the initial seeds, we can directly initialize the KMeans algo-
rithm. Based on our experiments, we can achieve a higher quality of result if
for each seed document we find a few similar documents based on cosine sim-
ilarity and then consider their centroid as the final seed. In our experiments,
we extended each seed document with first 15 most similar documents to it by
calculating the cosine similarity.

Complexity Analysis: Let |D| = n be the number of documents and m the
number of unique terms after applying Eq. 2 filter. The time complexity of
sorting document-term-matrix and calculating the cosine similarity matrix is
O(n log n) and O(n2m/2) while the time complexity of finding seed documents
based on dsim is O(n2k). Calculating the cosine similarity matrix is the most
time-consuming step of the proposed method but it could easily be processed
in parallel. In reality, the size of m will be less than a few thousand even for
large textual datasets after selecting important terms, which makes the proposed
approach practically feasible.

3 Experiments

In this section, first we introduce the baseline methods including state-of-the-
art deterministic and non-deterministic initialization algorithms. The datasets’
description and the evaluation metrics are in Sect. 3.2. Finally, the extensive
experimental results is reported in Sect. 3.3.

Table 1. Description of datasets. The Eq. 2 is used for feature selection for the first
7 datasets and for the rest only stop-words and words with frequency less than 20 are
removed.

# Dataset #Samples #Dim. #Classes # Dataset #samples #Dim. #classes

1 Newsgroup5 400 1450 5 8 BBCsport 737 969 5

2 Yahoo6 600 2206 6 9 BBC 2225 3121 5

3 R8 7674 1997 8 10 Wikilow 4986 15441 10

4 Newsgroup20 18846 11556 20 11 WikiHigh 5738 17311 6

5 WebKB 4199 1578 4 12 Guardian 6520 10801 6

6 NewsSeparate 381 380 13 13 Irishtimes 3246 4823 7

7 SMS 5549 858 2
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Fast and Simple Deterministic Seeding of KMeans 7

3.1 Baseline Methods

We compared three random or order-sensitive seeding methods, Points,
KMeans++, and KMC2 with the proposed method. In the Points method, uni-
formly k randomly selected data points are considered as the initial seeds for
the KMeans algorithm. The KMeans++ is one of the most widely used seeding
methods which has been demonstrated to achieve better performance result than
the Points method [3]. KMeans++ starts with a random seed, then it tries to
find the next one as far as possible from the first seed based on a probability
sampling method called D2-sampling. In this sampling method, data points that
have higher distance to the previously selected seeds will more likely be selected
as the next seed. This process continues until k initial seeds are detected. The
KMC2 method is speeding up the KMeans++ algorithm by Markov chain Monte
Carlo sampling based approximation [4]. It has been reported that the KMC2
has a better quality of results and computational cost than the KMeans++ algo-
rithm. In our experiments, we used the assumption-free version of KMC2 with
m equals to 200.

Two widely used deterministic seeding methods of PCA-part and VAR-part
are compared with the proposed method. The PCA-part method hierarchically
divides the data points into two halves based on PCA. First, it starts with
calculating the centroid of all data points as a single cluster, and the principal
eigenvector of the cluster covariance matrix. Second, it passes an hyperplane
orthogonal to the principal eigenvector of the cluster which passes from the
cluster centroid to create two sub-clusters. The sum distance of each data points
in each sub-cluster to its centroid is calculated and the sub-cluster with a higher
value is divided in the next step. Finally, this procedure is continued until k
clusters are obtained. The VAR-part (variance partitioning) is an approximation
to the PCA-part method [21]. In VAR-part the covariance matrix of the cluster
is assumed to be diagonal. In each partitioning stage, the hyperplane is diagonal
to the dimension with the largest variance. Based on our experiments, using the
Euclidean distance leads to similar initialized seeds compared to cosine distance
for VAR-par and PCA-part in all datasets; therefore we used the Euclidean
distance for both methods.

In our experiments, we used the Spherical version of the KMeans algorithm.
In Spherical KMeans the feature vectors is projected to the unit sphere equipped
with the cosine similarity which performs better than Euclidean distance for text
document clustering [14]. We compared the Spherical KMeans with different
seeding methods with Fuzzy CMeans and Von Mises-Fisher Mixture methods.
In the Fuzzy CMeans algorithm the data points can belong to more than one
cluster with different membership values rather than distinct membership to only
one cluster [8]. In our experiments, we used cosine similarity for the distance
measure of the Fuzzy CMeans. The Von Mises-Fisher Mixture methods is a
mixture model for clustering data distributed on the unit hypersphere based on
Von Mises-Fisher distribution [5].
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Table 2. Comparing precision of seeds. The average (±std) over 50 runs is reported
for the Points, KMeans++, and KMC2 methods.

Dataset DSKM Points KMeans++ KMC2

Newsgroup5 0.800 0.684 ± 0.145 0.636 ± 0.182 0.692 ± 0.134

Yahoo6 1.000 0.700 ± 0.115 0.613 ± 0.131 0.677 ± 0.070

R8 0.750 0.393 ± 0.120 0.495 ± 0.135 0.443 ± 0.137

Newsgroup20 0.700 0.634 ± 0.064 0.617 ± 0.072 0.638 ± 0.060

WebKB 1.000 0.660 ± 0.179 0.610 ± 0.151 0.655 ± 0.165

NewsSeparate 0.846 0.582 ± 0.084 0.563 ± 0.089 0.614 ± 0.103

SMS 1.000 0.620 ± 0.214 0.630 ± 0.219 0.610 ± 0.207

BBCsport 0.800 0.660 ± 0.140 0.576 ± 0.148 0.656 ± 0.133

BBC 0.800 0.668 ± 0.153 0.580 ± 0.146 0.688 ± 0.145

Wikilow 0.800 0.646 ± 0.090 0.556 ± 0.098 0.676 ± 0.111

WikiHigh 0.833 0.653 ± 0.152 0.627 ± 0.131 0.687 ± 0.123

Guardian 1.000 0.643 ± 0.105 0.577 ± 0.138 0.667 ± 0.120

Irishtimes 0.857 0.611 ± 0.114 0.509 ± 0.149 0.643 ± 0.112

3.2 Datasets and Evaluation Metrics

Datasets. The description of datasets is provided in Table 1. We obtained dataset
Newsgroup5 by selecting 5 categories of the Newsgroup202 dataset each con-
taining 80 randomly chosen documents. The Newsgroups20 dataset consists of
nearly 20,000 messages of Internet news articles with 20 categories. The Yahoo6
is a sub-collection of questions and answers extracted from the Yahoo! Answers
website [13]. We used 6 sub-categories with 100 randomly selected question and
answer pairs. R8 is a subset of Reuters-21578 dataset containing 8 categories
and can be downloaded from Ana Cachopo’s homepage3. The WebKB dataset
consists of 4199 faculty, student, project, and course websites collected from the
four universities on January 19974. The NewsSeparate dataset is a subset of RSS
news feeds from BBC, CNN, Reuters and Associated Press manually categorized
into 13 categories [19]. The SMS dataset is a set of labeled SMS messages for
spam research5.

Datasets number 8 to 13 are taken from [15] and can be downloaded from
their web-page6. The BBCsport, BBC, Irishtimes, and Guardian are news arti-
cles and WikiHigh and Wikilow are a subset of a Wikipedia dump from January
2014.

2 http://qwone.com/∼jason/20Newsgroups/.
3 http://ana.cachopo.org.
4 https://www.cs.cmu.edu/afs/cs/project/theo-20/www/data/.
5 http://www.dt.fee.unicamp.br/∼tiago/smsspamcollection/.
6 http://mlg.ucd.ie/howmanytopics/index.html.

A
u

th
o

r 
P

ro
o

f

http://qwone.com/~jason/20Newsgroups/
http://ana.cachopo.org
https://www.cs.cmu.edu/afs/cs/project/theo-20/www/data/
http://www.dt.fee.unicamp.br/~tiago/smsspamcollection/
http://mlg.ucd.ie/howmanytopics/index.html


Fast and Simple Deterministic Seeding of KMeans 9

Table 3. Comparing clustering accuracy. For the deterministic approaches the McNe-
mar’s test is used. The P-value less than 0.05 indicates that the clustering algorithm
does not have the same error rate as DSKM approach. The average over 50 runs with
standard deviation is reported for the random or order-sensitive methods in which the
m shows the minimum and the M shows the maximum of 50 runs.

Evaluation Metrics. The clustering quality is measured by two widely used doc-
ument clustering evaluation metrics of Normalized Mutual Information (NMI)
and Accuracy (Acc) [10]. These metrics generate values between 0 and 1 in which
values closer to 1 shows better performance. To match the predicted labels with
actual labels for calculating the accuracy, we used the Hungarian method [18].

We compare the precision of initial seeds of methods defined by Eq. 6. The
true label of each initial seed is used to find the diversity of seed labels. The
method with more diverse (their true labels be different) initial seeds is better
because it is able to introduce a better representative seed for each cluster. The
comparative result of seed precision of evaluation methods is given in Table 2.
The PCA-part and VAR-part produce initial centroids instead of initial seeds so
it is not possible to evaluate their seed precision.

SeedPrecision =
#diverse labels

k
. (6)

The NMI score of the proposed method compared to other methods is sum-
marized in Table 4. The DSKM outperforms in most of the datasets. The same
trend of performance similar to the accuracy score can be observed for NMI
score as well. KMC2 has slightly better NMI score compared to KMeans++ and
Points.
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Table 4. Comparing clustering NMI score. The average 50 runs with standard devia-
tion is reported forthe random or order-sensitive approaches in which the m shows the
minimum and the M shows the maximum of 50 runs.

3.3 Experimental Results

The accuracy result of the DSKM in comparison to other methods is summarized
in Table 3. For random or order-sensitive methods, we report the average over
50 runs with its standard deviation, the minimum, and the maximum result. In
order to have a fair comparison, we only initialize KMeans once for the non-
deterministic methods. For the PCA-part and VAR-part methods, the McNe-
mar’s test is applied to determine whether their clustering result has the same
error rate as DSKM. The Hungarian algorithm is used to map the cluster labels
to actual labels. The deterministic approaches are superior in accuracy score
compared to the average score of random or order-insensitive methods. Bet-
ter performance result for deterministic methods on non-textual and Synthetic
datasets has been reported by [12]. A possible reason is that the deterministic
methods are running once and the seeding step can be viewed as an approximate
clustering of data points. The DSKM method has similar or even better accu-
racy compared to the maximum accuracy score of the random or order-sensitive
methods on Yahoo6, R8, WebKB, NewSeparate, BBC, Guardian, and Irishtimes.
The SMS dataset is an unbalanced dataset and DSKM does not perform well on
it although it was able to find 100% diverse initial seeds (Table 2). PCA-part,
and VAR-part performed well on the SMS dataset which demonstrates their
effectiveness for unbalanced datasets. Fuzzy CMeans has the best average and
Von Mises Fisher Mixture the lowest accuracy score on most of the datasets
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Table 5. Running time (seconds) of seeding methods. A random single run of
KMeans++ and KMC2 is reported. Datasets are sorted by the sample size.

Dataset DSKM PCA-part VAR-part KMeans++ KMC2

NewsSeparate 0.03 0.74 0.03 0.02 0.01

Newsgroup5 0.03 5.27 0.03 0.05 0.03

Yahoo6 0.02 10.08 0.04 0.01 0.02

BBCsport 0.06 4.79 0.03 0.01 0.01

BBC 0.38 94.93 0.39 0.08 0.07

Irishtimes 0.99 410.3 1.25 0.22 0.14

WebKB 0.72 - - 0.11 0.06

Wikilow 7.02 6849.23 5.62 1.45 0.70

SMS 0.77 7.92 0.11 0.02 0.03

WikiHigh 8.75 8725.6 5.59 1.21 0.71

Guardian 6.02 3681.96 3.88 0.82 0.44

R8 3.22 172.67 0.90 0.25 0.47

Newsgroup20 55.96 19712.72 39.56 8.28 6.28

among random or order-sensitive methods. On the Newsgroup20 dataset, Fuzzy
CMeans does not perform well, which indicates that this method has difficulty
on large datasets with a high number of clusters. The Points, KMeans++, and
KMC2 have similar average accuracy results on most datasets. This shows that
KMeans++ and KMC2 are performing better for very large datasets which is a
case for Newsgroup20 and R8 datasets.

We compared the running time of the seeding methods in Table 5. Although
the PCA-part has better performance result than the VAR-part, its running time
makes it not practical for large datasets. The DSKM method has acceptable
running time even for large datasets. The KMC2 is the fastest seeding algorithm
compared to the others and based on its accuracy and NMI performance, it is
the best random or order-sensitive method. Due to the random nature of the
KMeans++ and KMC2, the Kmeans is initialized several times by them and the
clustering which optimizes the KMeans objective function is selected. The impact
of the number of initializations on the accuracy performance of the KMeans++
and KMC2 for NewsSeparate is depicted in Fig. 2. In order to have stable results,
we reported the average of 50 runs for KMC2 and KMeans++. As the number
of initialization increases, the accuracy of the KMC2 and KMeans++ increases
and converges to a stable value. On the other hand, the running time increases
as the number of initializations is increased. This indicates that the DSKM
method could be even faster than the random or order-sensitive methods in
practice because it does not need to run several times.
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12 E. Sherkat et al.

Fig. 2. The impact of number of initialization on the Accuracy performance and run-
ning time. Each initialization of the KMeans++ and KMC2 is the result of average 50
runs.

4 Conclusion

In this paper, we propose a new deterministic seeding algorithm for the KMeans
algorithm called DSKM. The key idea of the DSKM is that the initial seeds
should be as far as possible from each other. Two data points that not only
themselves but their similar documents are less similar to each other are good
candidates and that is why we defined the dsim similarity. For finding seeds we
start from documents with higher L1 norm. Experimental results on several real
world textual datasets shows that DSKM outperforms the other deterministic,
random or order-sensitive methods in terms of clustering accuracy and NMI
score. The proposed methods have an acceptable running time even for large
datasets.
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